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The procedure described here provides a fast, flexible, and inexpensive way to
reduce and evaluate bandwidth synthesis observations before committing them
to a more complex general-purpose fitting program. It enables the user to apply
various corrections to the data, to resolve integer-cycle ambiguities, to calculate
preliminary values of the baseline vector and source positions, and to assess the

quality of the observations.

l. Introduction

Reference 1 outlines the first steps in a procedure for
analyzing bandwidth synthesis observations in radio
interferometry. At present, a typical observing session for
this purpose includes perhaps twenty separate observa-
tions of ten compact extragalactic radio sources, made
simultaneously at two or more stations. Each observation
lasts about ten minutes and contains data in two or more
(usually three) S-band frequency channels, which are
sampled sequentially at intervals of one second. Each
channel is nominally 24 kHz wide, and the channel-to-
channel separations are at present normally 2, 8, and 10
MHz. The observations at each station are recorded
digitally at 48,000 bits per second on standard 1.27-cm (1/
2-in.) computer tapes, which are later brought together
for analysis.

After the initial steps of cross-correlation, fringe-
stopping, and phase-tracking, discussed in Ref. 1, the
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observer has, for each observation on a given baseline
(that is, between two particular stations), the following
intermediate results:

(1) From each channel, a measurement of the residual
fringe rate

(2) From each channel, a measurement of the residual
delay based on the bitstream alignment performed
during cross-correlation (in the present system a
relatively crude measurement, not used in the
subsequent analysis)

(3) From each pair of channels, another measurement
of the residual delay obtained by bandwidth
synthesis. These measurements contain integer-cycle
ambiguities (see formula 27 and the following
discussion in Ref. 1) that have to be resolved before
the data can be analyzed further.

149



The “residual” delays and fringe rates listed above are
in each instance the difference between an observed value
and the value predicted for that measurement by a model.
This model is an analytic function of the presumed values
of the baseline vector, the direction to the radio source,
and the properties of Earth’s troposphere. Consequently,
the residuals can be used to compute corrections to small
errors in the original estimates of the model parameters.
Although the functions involved are highly nonlinear, the
parameters are in general so well known that the residuals
are very small. In this case, a linearized model is entirely
adequate, and a straightforward application of the method
of least squares yields the desired corrections.

To obtain the best results with this method, it is
desirable to reduce simultaneously a large number of
observations, comprising numerous observing sessions and
many sources. A fitting procedure that performs this
function will be the subject of a forthcoming report. It can
solve simultaneously for an arbitrary number of model
parameters including baselines, source positions, tropo-
spheric delays, clock offsets, and clock rate offsets.
Changes in the resulting baselines, in turn, can be
interpreted in terms of polar motion and fluctuations in
the rate of rotation of Earth. However, this sophisticated
procedure is necessarily complex, time-consuming, and
expensive to use. To use it efficiently, one needs also a
simpler program to preprocess subsets of the data: to
apply various corrections, to remove integer-cycle
ambiguities, and to perform at a less refined level many of
the functions of the master program. The following
sections describe the capabilities and operation of a
prograin that has been developed for this purpose.

Il. Description of the Program

The program is designed to handle conveniently the
observations from a single observing session on one
baseline. Its principal functions are:

(1) To resolve the integer-cycle ambiguities in the
residual delays

(2) To calculate preliminary least-squares estimates of
the baseline, clock parameters, and source positions

3) To expose irregularities in the data, including bad
g
points, discontinuities, and abnormal distributions of
errors.

Table 1 lists the program’s important input and output.
The optional input allows the user to delete observations
temporarily from the fit, to specify corrections to the
parameters of the delay model, and to assign statistical
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weights to his initial estimates of the baseline and source
positions.

The flow chart in Fig. 1 shows the principal operations
performed by the program. Most of them are routine or
self-explanatory, but two are not — the resolution of
integer-cycle ambiguities in the synthesized delays, and
the estimation of statistical errors.

For the program to resolve the integer-cycle ambigui-
ties correctly for a particular channel pair, it is necessary
for that part of each residual delay caused by errors in the
model parameters to be substantially less than half the
reciprocal of the difference between the two channel
frequencies. Therefore the program ordinarily begins by
processing the most closely spaced pair of channels (that
is, the pair that permits the largest initial uncertainty in
the model) and corrects the observations for all known
errors in the original model before trying to resolve the
ambiguities for that first channel pair. Having resolved the
ambiguities, the program can calculate a first set of
corrections to the model parameters, which it then uses to
correct the observations from the channel pair with the
next wider separation. Since the errors in the delays
decrease as the separation between channels increases, the
program can thus proceed iteratively to more and more
widely spaced channel pairs, sufficiently refining its
estimates of the baseline and source positions at each
iteration to allow resolution of the ambiguities in the next
iteration. If this scheme should break down, it is also
possible to override the automatic procedure by specify-
ing predetermined integer-cycle corrections in the input
stream.

The other unusual feature of the program is the way in
which it assigns errors and statistical weights to the data.
(For a more thorough discussion see Ref. 2.) The process
of phase-tracking produces along with each residual delay
or fringe rate an estimate of its uncertainty due to sources
of error that operate at relatively short time scales, up to
a minute or so. These errors normally are entirely
dominated by system noise with an autocorrelation time
much less than a second. However, there are other sources
of error, including some instrumental drifts and changes in
the propagation media, that operate on time scales from
minutes to hours and can contribute significantly to the
scatter in data over the length of an observing session. The
program attempts to account for these errors by assigning
an additional fringe rate error and an additional delay
error to each channel pair, and adding them in quadrature
to the system noise errors. Then, after fitting the
observations in a particular channel pair, the program uses
a chi-square test to determine whether the residual scatter
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is consistent with the assigned total errors. If not, the
program adjusts its estimates of the additional errors
accordingly, recomputes the statistical weights, and
repeats the fit.

.

The program uses the data from the last channel pair —
that is, the one with the widest channel separation — to
calculate its best estimates of the baseline vector, clock
parameters, and whatever source positions it was asked to
find, along with estimates of the errors in those quantities.
By comparing these results with other measurements, and
by examining the printer plots of the residuals after fitting,
the user can then gauge the quality of the observations
and determine possible sources of difficulty for the master
fitting program. If he wants to, he can run the program
again with dubious data deleted, or with different
constraints on the parameters of the model.

I1l. A Sample Experiment

As an example of the use of the procedure, consider the
observations made in Spain at DSSs 61 and 63 between
UT 0500 and 0900 on January 9, 1976. There were eleven
observations of five sources, and the channel frequencies
were 2285, 2287, and 2295 MHz.

Figure 2 shows the residual delays at successive stages
of the reduction. (The residual fringe rates, not shown,
follow a similar progression except for the resolution of
the integer-cycle ambiguities.)

Figure 2a shows the raw data for the most closely
spaced pair of channels, at 2285 and 2287 MHz. The large
scatter is the result of an intentional error of about 50
meters in the z component of the a priori baseline, along
with smaller errors in the x and y components. Despite the
large size of this baseline error, no compensatory
corrections were necessary, and the program proceeded
directly to resolve the integer-cycle ambiguities. For this
pair of channels, 2-MHz apart, the cycle time is 500

nanoseconds, and so an observed difference of at least 250
nanoseconds between successive observations would be
required to induce a correction. Since the largest change
turned out to be only about 115 nanoseconds, however, no
corrections were made. (Notice that if the error in the
baseline had been a little more than two times as large,
the largest difference would have exceeded 250 nanosec-
onds, and a “correction” would have been applied —
incorrectly. For such a large baseline error it would have
been necessary to apply at least a partial baseline
correction to the data before resolving the integer-cycle
ambiguities.)

The least-squares fit of the data in Fig. 2a gave a clock
offset of 247 nanoseconds and corrections of 6.0, 2.6, and
-48.7 meters to the x, y, and z components, respectively,
of the baseline. Figure 2b shows the residuals after fitting
of the data in Fig. 2a. The error bars here (and in F ig. 2f)
are the estimates of system noise derived from phase
tracking. Since the residuals are small, no additional
sources of error had to be invoked.

The results for the 2287 and 2295 MHz channel pair are
not shown. Figure 2c¢ gives the raw data for the last
channel pair to be analyzed, 2285 and 2295 MHz, with a
separation of 10 MHz and a cycle time of 100 nanosec-
onds. Here again, the large scatter is due almost entirely
to the incorrect a priori baseline. Now, however, the
program can use the baseline corrections computed for
the previous channel pair (2287 and 2295 MHz) with the
results shown in Fig. 2d. Here the total scatter is even
larger (note the change in scale between plots), but the
distribution of delays is almost discrete, with values
separated by 100 nanoseconds. The program then resolves
the integer-cycle ambiguities and obtains the final
residuals before fitting shown in Fig. 2e. Finally, Fig. 2f
shows the residuals after fitting. The improvement
between Figs. 2e and 2f is not dramatic, because the
baseline corrections computed for the previous channel
pair were already quite accurate.
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Table 1. Input and output of fitting program

Required input (punched cards)

A priori baseline (the one used for cross-correlation)
Channel frequencies and pairings
Intermediate results for cach observation (punched by previous
step of the reduction):

Identification, date and time, source name

Observed residual delays and associated errors

Observed residual fringe rates and associated errors

Partial derivatives of observed delays and rates with respect

to model parameters (for least-squares design matrix)
Program-control options (control use of optional input and
output)

Optional input (punched cards)
Corrections to a priori bascline
Corrections to a priori source positions
Corrections to a priori estimates of polar motion and UT1 -
UuTC
Corrections to tropospheric delays at zenith
Arbitrary corrections to the observed residual delays
Estimates of errors in the a priori baseline and source positions

Initial estimates of scatter in the data due to sources of error
other than system noise

Predetermined integer-cycle corrections to the observed resid-
ual delays

List of sources for which corrected positions are to be calcu-
lated

List of data to be deleted from the fit

Output for each channel pair (line printer)
List of active program-control options

Estimates of observational errors other than system noise both
before and after fitting

Summary of the observations
List of data deleted from the fit
Table of raw data, corrections, and corrected data

List of phase-turn corrections, predetermined or computed by
the program

List of least-squares adjustments to the fitted parameters
Table of residuals before and after fitting
Printer plots of the delay and rate residuals after fitting

Fitted values of the baseline, clock parameters, and source
positions, and their errors
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REQUIRED OPTIONAL
INPUT INPUT

PRINT INPUT FOR VERIFICATION

INITIALIZE FOR FIRST CHANNEL PAIR
| (SMALLEST CHANNEL SEPARATION)

" PRINT FOR THIS CHANNEL PAIR:
® SUMMARY OF OBSERVATIONS
® ACTIVE CONTROL OPTIONS

CORRECT DATA FOR KNOWN
ERRORS IN MODEL DUE TO:

® BASELINE

® SOURCE POSITIONS

e UT1 AND POLAR MOTION
® TROPOSPHERE

® OTHER (ARBITRARY)

INTEGER-CYCLE
CORRECTIONS
PREDETERMINED?

CALCU
AND A

CORRECTIONS

CALCULATE WEIGHT VECTOR
FOR OBSERVATIONS

CALCULATE, INVERT MATRIX OF
NORMAL EQUATIONS; SOLVE FOR:

® 3 COMPONENTS OF BASELINE
® CLOCK OFFSET

® CLOCK RATE OFFSET

® SELECTED SOURCE POSITIONS

CALCULATE NEW RESIDUALS
USING CORRECTED MODEL

RESIDUALS
CONSISTENT
WITH ASSIGNED
ERRORS?

ADJUST
ERRORS

LATE APPLY
PPLY PREDETE
CORREC

RMINED
TIONS

»| PRINT TABLE: RAW DATA, ALL
CORRECTIONS, CORRECTED DATA

|

ADOPT ADJUSTED MODEL;
PRINT RESULTS THIS
CHANNEL PAIR

ANY
CHANNEL PAIRS
LEFT?

INITIALIZE

FOR NEXT PAIR

Fig. 1. Flow chart of fitting program
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Fig. 2. Residual delays at successive stages of a sample reduc-
tion: (a) raw data for channel separation of 2 MHz; (b) residuals
after fitting for channel separation of 2 MHz; (c) raw data for
channel separation of 10 MHz (d) data after baseline cor-
rection, channel separation of 10 MHz; (e) data after integer-
cycle correction, channel separation of 10 MHz; (f) residuals
after fitting for channel separation of 10 MHz.
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